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#### Abstract

We consider a polymer model on $\mathbb{Z}_{+}^{d}$ where to each edge $e$ is associated a random variable $v(e)$. A polymer configuration is represented by a directed path $r$ and has a weight $\exp \left[-\beta \sum_{e \in r} v(e)\right]$, with $\beta=1 / T$ the inverse temperature. We extend some rigorous results that have been obtained for the ground state of this model to finite temperatures. In particular we obtain some upper and lower bounds on sample-to-sample free energy fluctuations, and also rigorous scaling inequalities between the exponents describing free energy fluctuations and transversal displacements of polymer configurations.
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## 1. INTRODUCTION

Directed polymers in a random environment have been a subject of great interest in recent years, representing one of the simplest models where one finds a low temperature phase in which the quenched disorder has a nonperturbative effect on determining the behavior of the system. ${ }^{(1-7)}$ Despite the progress made in the heuristic understanding of such models, much less has been done on the rigorous side. In this work we extend some rigorous results that have been obtained for the ground state of one class of directed polymer models ${ }^{(8-11)}$ to nonzero temperature.

The directed polymer model we are going to consider is defined as follows. Initially, to each edge $e=(\vec{u}, \vec{v})$, between nearest neighbor sites $\vec{u}$ and $\vec{v}$ of $\mathbb{Z}_{+}^{d}$, we attach a non-negative random variable $v(e)$ (the "potential" associated with the edge $e$ ). We consider the simplest situation where

[^0]these random variables are independent and identically distributed (i.i.d.) with common distribution function $G(x)$ and define for a path $r$ of length $n$ (a sequence of nearest neighbor sites $\vec{v}_{0}, \vec{v}_{1}, \ldots, \vec{v}_{n}$ and edges $e_{i}=\left(\vec{v}_{i-1}, \vec{v}_{i}\right)$, the energy of $r$ as
\[

$$
\begin{equation*}
E(r)=\sum_{i=1}^{n} v\left(e_{i}\right) \tag{1.1}
\end{equation*}
$$

\]

We now restrict ourselves to directed paths, that is, we are allowed to travel only along paths whose coordinates never decrease and for a given directed path $r$ from the origin $\overrightarrow{0}$ to a point $\vec{x}$ in $\mathbb{Z}_{+}^{d}$, assign a probability

$$
\begin{equation*}
\mu_{\beta}^{\vec{r}}(r ; \omega)=\frac{\exp [-\beta E(r ; \omega)]}{Z_{\beta}^{\vec{r}}(\omega)} \tag{1.2}
\end{equation*}
$$

Here $\omega$ denotes a given realization of the random potentials (so $\mu_{\beta}^{\vec{x}}(r)$ is a measure-valued random variable on the underlying probability space where the potentials are defined) and the partition function

$$
\begin{equation*}
Z_{\beta}^{\vec{\beta}}(\omega)=\sum_{r: \overline{0} \rightarrow \bar{x}} \exp [-\beta E(r ; \omega)] \tag{1.3}
\end{equation*}
$$

is the normalization factor. With the above definitions we have a model for a (directed) polymer in a random environment determined by a given realization of the potentials and (1.2) determines the probability of a configuration of the polymer having energy $E(r)$ at temperature $T=1 / \beta$. The free energy of the system is given as usual by

$$
\begin{equation*}
F_{\beta}^{\vec{\gamma}}(\omega)=-\frac{1}{\beta} \log Z_{\beta}^{\vec{x}}(\omega) \tag{1.4}
\end{equation*}
$$

The ground state of the model is obtained by taking the limit of zero temperature $(\beta \rightarrow \infty)$. In this limit we have a measure supported on the set of paths with lowest energy with the ground state energy given by

$$
\begin{equation*}
E_{g s}^{\vec{x}}(\omega)=\inf \{E(r): r \text { a directed path from } \overrightarrow{0} \text { to } \vec{x}\} \tag{1.5}
\end{equation*}
$$

The optimization problem posed by (1.5) is a version of a model also known as first-passage percolation model in the probability literature (see ref. 12 for a review). Since here we are considering directed paths, we obtain what is usually called a directed or oriented first-passage percolation model. One may also consider the situation where the polymer is only
pinned at the origin but with its length (i.e., the number of edges) fixed. In this case we denote the corresponding measure on the space of directed paths of length $n$ by

$$
\begin{equation*}
\mu_{\beta}^{f, n}(r ; \omega) \equiv \frac{\exp [-\beta E(r ; \omega)]}{Z_{\beta}^{f, n}(\omega)} \tag{1.6}
\end{equation*}
$$

with free energy

$$
\begin{equation*}
F_{\beta}^{f, n}(\omega)=-\frac{1}{\beta} \log Z_{\beta}^{f^{n}(\omega)} \tag{1.7}
\end{equation*}
$$

In general we will express thermal averages (i.e., averages with respect to the (random) Gibbs measures $\mu_{\beta}$ ) by $\langle\cdot\rangle$ and averages with respect to the random environment (realizations of the potential) by $\mathbb{E}(\cdot)$. From now on we will assume, unless otherwise stated, that the $v(e)$ 's have a finite second moment ( $\left.\mathbb{E}\left(v^{2}(e)\right)<\infty\right)$.

Two quantities of interest in this model (which, as will be discussed shortly, turn out to be related to each other) are the large $n$ behavior of the fluctuations of the free energy and the behavior of typical polymer configurations (w.r.t. the measures (1.2) and (1.6)). In particular, it is expected that, for large $n$,

$$
\begin{equation*}
\operatorname{var}\left(F_{\beta}^{f^{\prime}}\right) \equiv \mathbb{E}\left[\left(F_{\beta}^{f^{\prime}}\right)^{2}\right]-\mathbb{E}^{2}\left(F_{\beta}^{f_{\beta}^{\prime \prime}}\right) \sim n^{2 x} \tag{1.8}
\end{equation*}
$$

with $\chi$ depending on $\beta$ and the dimension $d$.
The conjectured picture is as follows (see ref. 13 for more details and additional references). For $d>3$, and under some conditions on G (for example, G continuous and with an exponential tail should be more than enough), the system is expected to undergo a transition from a high temperature (low disorder) regime where the fluctuations of the free energy are of order 1 (so that $\chi=0$ ), to a low temperature (high disorder) regime, where $\chi>0$, with the fluctuations in this regime being governed by the zero temperature exponent. For $d \leqslant 3$ (and again, under some conditions on the distribution $G$ ) it is conjectured that the fluctuations are determined by the zero temperature exponent for all $T<\infty$, hence the behavior of the system is dominated by the disorder at all temperatures.

A quantity of related interest is the behavior of typical paths with respect to the measure (1.6). In the infinite temperature/zero disorder limit we have $\mu_{\beta}^{f, n} \rightarrow \mu_{0}^{f, n}$ weakly, with probability one. Here $\mu_{0}^{f, n}(\cdot)$ is a measure which assigns equal probability to all directed paths of length $n$. The distribution of polymer configurations is independent of the random environment and we have trivially a diffusive behavior that is, typical paths of
length $l$ will have deviations of order $l^{1 / 2}$ about the diagonal line (i.e., the line through the origin in the direction of the vector $\vec{e}_{\text {diag }}=(1,1, \ldots, 1)$ ). Alternatively, denoting by $\vec{r}_{k}$ the position of the path after $k$ steps, $\vec{r}_{k}-(k / d) \vec{e}_{\text {diag }}$ can be seen as a random walk on the $d-1$ dimensional hyperplane through the origin, and orthogonal to $\vec{e}_{\text {diag }}$. The absence of large fluctuations, for $d \geqslant 4$, makes possible the use of perturbative methods to show that the diffusive behavior of typical paths (or equivalently, of the $d-1$ dimensional random walk) persists for sufficiently high temperature or low disorder. Indeed it has been proven, for a slightly different model than the one studied here, ${ }^{(14,15)}$ that for high enough temperatures (low enough disorder) typical paths have the same behavior as in the infinite $T /$ no disorder situation. In fact one can show, by the same method used by Bolthausen in ref. 15 (see also refs. 20, 21, 22), that for $d \geqslant 4$, there exists a constant $\rho=\rho(d)<1$ such that if $\mathbb{E}[\exp -2 \beta v(e)] / \mathbb{E}^{2}[\exp -\beta v(e)]<1 / \rho$ then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n^{2 \zeta}}\left[\mu_{\beta}^{f, n}\left(\left|\vec{r}_{n}-\frac{n}{d} \vec{e}_{\text {ciag }}\right|^{2}\right)\right]=\frac{d-1}{d} \tag{1.9}
\end{equation*}
$$

for almost every realization of the random environment, with the exponent $\zeta$ assuming the value $1 / 2$. Also, as in ref. 15 , a central limit theorem result can be obtained. Namely, for almost all realizations of the random environment, $\left(\vec{r}_{n}-(n / d) \vec{e}_{\text {diag }}\right) / \sqrt{n}$ converges weakly to a normally distributed random variable with covariance matrix having $(d-1) / d^{2}$ for its diagonal elements and $-\left(1 / d^{2}\right)$ for the off diagonal ones. The exponent $\zeta$ introduced above describes the transverse displacement of the polymer about the diagonal. It turns out that $\chi$ and $\zeta$ are not independent of each other but are believed to obey the scaling relation $\chi=2 \zeta-1$. This relation has been derived heuristically in several different ways (under, sometimes implicit, assumptions on the distribution of the potential) and for a variety of models for which the asymptotic behavior of the quantities considered here should be the same. Under appropriate assumptions on G. this relation is believed to hold in all dimensions and for all $T<\infty .^{(1,4,13)}$ In particular it implies that $\chi>0$ should be associated with super-diffusive behavior (i.e., $\zeta>1 / 2$ ). It turns out that for $d=2$ some continuous versions of the polymer model have been shown to be closely related to the Burgers' equation with noise. ${ }^{(3,1,4,5)}$ This connection has been used to obtain an additional (non-rigorous) scaling relation between the two exponents, namely $\zeta=2 \chi .^{(1,3,5)}$ Combining these relations one obtains $\chi=1 / 3$ and $\zeta=2 / 3$ in two dimensions. For $d>2$ exact values of the exponents are not known but it is believed that $\chi$ should decrease with increasing $d$. On the other hand
it seems to be an unsettled issue whether there is an upper critical dimension above which $\chi=0$ for all temperatures or if $\chi>0$, therefore $\zeta>1 / 2$, in all dimensions, for low enough temperatures (strong enough disorder) (see refs. 1, 4, 28, 29).

In the case where both ends are fixed one should, in principle, allow the above exponents to have a direction dependence, with $\zeta_{\dot{x}}$ describing transverse displacements about the line connecting the origin and the end point, say $n \hat{x}$, and $\chi_{\hat{x}}$ describing the asymptotic behavior of $\operatorname{var}\left(F_{\beta}^{n \hat{\varepsilon}}\right)$ as $n$ approaches infinity. It is nevertheless expected that these exponents are independent of the direction $\hat{x}$, (away from some special directions such as the coordinate axes, and under some conditions on the distribution of the random potential; see the discussion after Proposition 3) and that they assume the same values as in the free end case.

In the following section we state our results. Initially we give some bounds on free energy fluctuations. The lower bound shows that in $d=2$ the free energy fluctuations in fact diverge for all temperatures, while the upper bound holds for all dimensions and can be summarized as $\chi \leqslant 1 / 2$. Next we state two propositions concerning scaling inequalities between versions of the exponents $\chi$ and $\zeta$, which hold at all temperatures. The first one has the form $\chi_{k} \geqslant\left[1-\zeta_{\hat{k}}(d-1)\right] / 2$, for all $\hat{x}$. The second is a scaling inequality of the form $\zeta_{i} \leqslant\left(1+\chi^{\prime}\right) / 2$ where $\chi^{\prime}$ is an exponent related to $\chi$. Our last result is an upper bound on the transversal fluctuations of minimizing paths in the free end case, and in the diagonal direction (that is $\hat{x}=\hat{x}_{\text {diag }} \equiv \vec{e}_{\text {data }} / \sqrt{d}$ ) for the fixed end case, under a "curvature assumption." Proofs are presented in Section 3.

## 2. RESULTS

Our first proposition extends some upper and lower bounds obtained for fluctuations of the ground state energy in the first-passage percolation model ${ }^{(9,10)}$ to finite temperatures The lower bound shows that under essentially minimal hypotheses on the distribution of the random potential the free energy fluctuations, for $d=2$, diverge for all temperatures at least logarithmically fast. This of course does not provide any information on the exponent $\chi$. The upper bound shows that for all temperatures and all dimensions one has $\chi \leqslant 1 / 2$. In what follows $|\vec{x}|$ will denote the Euclidean norm of $\vec{x}$ and $|\vec{x}|_{I}=\sum_{i=1}^{d}\left|x_{i}\right|$ the $L^{1}$ norm. We will also use the notation $\vec{e}_{\text {diag }} \equiv(1,1, \ldots, 1)$ and $\hat{x}_{\text {diag }} \equiv \vec{e}_{\text {diag }} / \sqrt{d}$.

Proposition 1. Consider the directed polymer model on $\mathbb{Z}_{+}^{d}$ with i.i.d. $v(e)$ 's such that $\mathbb{E}\left(v^{2}(e)\right)<\infty$ and $\operatorname{var}(v(e))>0$. Then,
(a) For $0<\beta<\infty$ and $d=2$ there exist constants $0<c_{1}(\beta, \mathrm{G})<\infty$, such that for all $\vec{x} \in \mathbb{Z}_{+}^{2}$

$$
\begin{equation*}
\operatorname{var}\left(F_{\beta}^{\vec{x}}\right) \geqslant c_{1} \log |\vec{x}| \tag{2.1}
\end{equation*}
$$

(b) For $0<\beta<\infty$ there exist constants $0<c_{2}(G, d)<\infty$ such that for all $\vec{x} \in \mathbb{Z}_{+}^{d}$

$$
\begin{equation*}
\operatorname{var}\left(F_{\beta}^{\vec{x}}\right) \leqslant c_{2}|\vec{x}| \tag{2.2}
\end{equation*}
$$

Furthermore, if $\mathbb{E}[\exp (t v(e))]$ is finite for some $t>0$, then for all $0<\beta<\infty$ there exists constants $0<C_{3}, C_{4}, C_{5}<\infty$ (depending on $\beta, G$ and $d$ only) such that for all $\vec{x} \in \mathbb{Z}_{+}^{d}$

$$
\begin{equation*}
\mathbb{P}\left\{\left|\frac{F_{\beta}^{\vec{x}}-\mathbb{E}\left(F_{\beta}^{\vec{x}}\right)}{\sqrt{|\vec{x}|}}\right| \geqslant u\right\} \leqslant C_{3} e^{-C_{4} u} \quad \text { for } \quad u \leqslant C_{5}|\vec{x}| \tag{2.3}
\end{equation*}
$$

Remark. The above proposition stays true if we replace $F_{\beta}^{\bar{x}}$ by $F_{\beta}^{f, n}$ and $|\vec{x}|$ by $n$.

As pointed out in the introduction, free energy fluctuations are related to transverse displacements of polymer configurations. Our next two propositions establish some rigorous scaling inequalities between $\chi$ and $\zeta$. The first one was originally derived by Wehr and Aizenman ${ }^{(11)}$ for the ground state of the directed polymer model, and under somewhat restrictive assumptions on the common distribution of the $v(e)$ 's. It was later extended to more general distributions, and to a larger class of models, in ref. 10. Roughly speaking, it establishes that smaller transversal displacements of typical paths imply larger free energy fluctuations. In order to state the result we will have to introduce our versions of the exponents $\chi$ and $\zeta$. We start by defining the exponent $\chi_{\hat{x}}(\beta)$ for $\hat{x}$ a unit vector in $\mathbb{R}_{+}^{d}$ as

$$
\begin{equation*}
\chi_{\hat{x}}(\beta) \equiv \sup \left\{\gamma \geqslant 0: \text { for some } C>0, \operatorname{var}\left(F_{\beta}^{n \dot{x}}\right) \geqslant C n^{2 \gamma} \text { for all large } n\right\} \tag{2.4}
\end{equation*}
$$

(here we adopt the convention of computing quantities like $F_{\beta}^{n \hat{x}}$ at the point in $\mathbb{Z}_{+}^{d}$, having as coordinates the integer parts of the corresponding coordinates of $n \hat{x}$ ). We define in a similar way the exponent $\chi^{f}$ by replacing $F_{\beta}^{n \hat{x}}$ by $F_{\beta}^{f, n}$ in the above definition. For a set $A \subset \mathbb{R}_{+}^{d}$ and $\vec{z} \in \mathbb{R}_{+}^{d}$ define $d(\vec{z}, A) \equiv \inf _{\vec{y} \in A}|\vec{z}-\vec{y}|$, and the "cylinder of radius $\rho$ in the $\hat{x}$ direction" $\mathscr{C}_{\dot{x}}(\rho)$ as

$$
\begin{equation*}
\mathscr{C}_{\dot{x}}(\rho) \equiv\left\{\vec{z} \in \mathbb{R}_{+}^{d}: d\left(\vec{z}, R_{\hat{x}}\right) \leqslant \rho\right\} \tag{2.5}
\end{equation*}
$$

where $R_{\hat{x}}=\left\{\lambda \hat{x}: \lambda \in \mathbb{R}_{+}\right\}$. We denote by $\left\{r \in \mathscr{C}_{\dot{x}}(\rho)\right\}$ the set of paths starting at the origin and that stay inside $\mathscr{C}_{x}(\rho)$. We are now ready to introduce our versions of the exponent $\zeta$. Roughly speaking $\zeta_{\dot{A}}(\beta)$ is such that, with large probability, the measure $\mu_{\beta}^{n \varepsilon}$ will be concentrated on directed paths in a cylinder of radius $n^{\nu}$ for all $\gamma>\zeta_{\hat{x}}$. Our precise definition of $\zeta_{\hat{x}}(\beta)$ is the following

$$
\begin{equation*}
\zeta_{x}(\beta) \equiv \inf \left\{\gamma>0: \mu_{\beta}^{n \hat{\varepsilon}}\left(\left\{r \in \mathscr{C}_{x}\left(n^{\nu}\right)\right\}\right) \xrightarrow{n \rightarrow \infty} 1 \text { in probability }\right\} \tag{2.6}
\end{equation*}
$$

We define an analogous exponent for the free end case as

$$
\begin{equation*}
\zeta^{f}(\beta) \equiv \inf \left\{\gamma>0: \mu_{\beta}^{f, n}\left(\left\{r \in \mathscr{C}_{\text {isuuse }}\left(n^{\gamma}\right)\right\}\right) \xrightarrow{n \rightarrow \infty} 1 \text { in probability }\right\} \tag{2.7}
\end{equation*}
$$

We also define a version of the exponent $\zeta$ in the free end case related to the transversal displacement of the endpoints $\vec{r}_{n}$ of polymer configurations as

$$
\begin{equation*}
\zeta^{\text {end }}(\beta) \equiv \inf \left\{\gamma>0: \mu_{\beta}^{f \cdot n}\left(\left\{\vec{r}_{n} \in \mathscr{C}_{\dot{x}_{\text {duask }}}\left(n^{y}\right)\right\}\right) \xrightarrow{n-\infty} 1 \text { w.p. } 1\right\} \tag{2.8}
\end{equation*}
$$

Notice that the definition of $\zeta^{e n d}(\beta)$ is in terms of convergence with probability 1 (that is, for (almost) every realization of the random environment), while $\zeta^{j}(\beta)$ is defined in terms of convergence in probability. The following proposition states that if typical polymer configurations are confined to a cylinder of radius $n^{5}$ then free energy fluctuations are at least of the order of $n^{1-(d-1) / 2}$.

Proposition 2. Under the same hypotheses of Proposition 1 we have for any $0<\beta<\infty$ and $\hat{x} \in \mathbb{R}_{+}^{d}$

$$
\begin{equation*}
\chi_{x}(\beta) \geqslant \frac{1-\zeta_{x}(\beta)(d-1)}{2} \tag{2.9}
\end{equation*}
$$

Remarks. 1. An analogous result holds if one replaces $\chi_{\hat{r}}$ and $\zeta_{\hat{r}}$ by $\chi^{f}$ and $\zeta^{\delta}$ respectively.
2. If one assumes the conjectured scaling relation $\chi^{\rho}=2 \zeta^{f}-1$ then, combined with Proposition 2 , it implies $\zeta^{f} \geqslant 3 /(3+d)$ and $\chi^{f} \geqslant(3-d) /$ $(3+d)$ for all $\beta$. In particular one obtains $\zeta^{f} \geqslant 3 / 5$ and $\chi^{f} \geqslant 1 / 5$ for $d=2$.
3. In a recent paper Licea et al., ${ }^{(18)}$ using a combination of the zero temperature version of the above inequality and some geometrical arguments, derived the lower bound $\zeta \geqslant 3 / 5$ (for an appropriate version of the exponent $\zeta$ ) in the context of the (undirected) first-passage percolation model.

Our next result gives a version (in the form of an inequality) of the relation $\chi=2 \zeta-1$, a zero temperature version of which was derived in ref. 10 . It will involve an additional exponent $\chi^{\prime}$ closely related to $\chi$ but which, instead of measuring deviations of $F_{\beta}^{n \hat{x}}$ from its mean, will refer to deviations of $F_{\beta}^{n, \hat{x}}$ from $n f_{\beta}(\hat{x})$ where $f_{\beta}(\hat{x})$ (to be defined precisely later) is the asymptotic free energy per (Euclidean) unit length in the $\hat{x}$ direction. Again we will need some preliminaries. We start with the definition of the function $f_{\beta}(\vec{x})$ which plays here the same role as the function $\mu(\vec{x})$ in the first-passage percolation model (see ref. 12). Initially, we notice that for a fixed vector $\vec{x} \in \mathbb{Z}_{+}^{d}$ one has, for $n, m$ positive integers

$$
\begin{equation*}
\mathbb{E}\left(F_{\beta}^{(n+m) \vec{x}}\right) \leqslant \mathbb{E}\left(F_{\beta}^{n \hat{\varepsilon}}\right)+\mathbb{E}\left(F_{\beta}^{m \hat{x}}\right) \tag{2.10}
\end{equation*}
$$

that is, $\left\{\mathbb{E}\left(F_{\beta}^{n \bar{x}}\right)\right\}_{n \geqslant 1}$ is a subadditive sequence (one easily verifies that $E_{g s}^{n \bar{x}}(\omega)-\left(|\vec{x}|_{1} / \beta\right) n \log d \leqslant F_{\beta}^{n \cdot}(\omega) \leqslant E_{g s}^{n, \vec{x}}(\omega)$ which, combined with the second moment condition on the potential, guarantees that the expectations in (2.10) are finite). Therefore, it follows from standard arguments that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left(F_{\beta}^{n \cdot \bar{x}}\right)}{n} \equiv f_{\beta}(\vec{x}) \tag{2.11}
\end{equation*}
$$

exists and $f_{\beta}(\vec{x})=\inf _{n \geqslant 1} \mathbb{E}\left(F_{\beta}^{n \vec{x}}\right) / n$ (in particular $f_{\beta}(\vec{x}) \leqslant \mathbb{E}\left(F_{\beta}^{\vec{x}}\right)$ ). The same procedure can be used to define $f_{\beta}(\vec{x})$ for all $\vec{x}$ with non-negative rational coordinates by considering limits along sequences where $n \vec{x} \in \mathbb{Z}_{+}^{d}$. One can then verify that the function obtained in this manner satisfies, for all $\vec{x}, \vec{y}$ having non-negative rational coordinates (see e.g., ref. 8):
(i) $f_{\beta}(\lambda \vec{x})=\lambda f_{\beta}(\vec{x})$ for all non-negative rational $\lambda$, and
(ii) $f_{\beta}(\vec{x}+\vec{y}) \leqslant f_{\beta}(\vec{x})+f_{\beta}(\vec{y})$.

From (i) and (ii) we obtain convexity of $f(\vec{x})$, that is
(iii) $f_{\beta}(\lambda \vec{x}+(1-\lambda) \vec{y}) \leqslant \lambda f_{\beta}(\vec{x})+(1-\lambda) f_{\beta}(\vec{y})$ for all rational $\lambda$ in [0, 1].

From this convexity property it follows that $f_{\beta}(\vec{x})$ can be extended to a convex function on $\mathbb{R}_{+}^{d}$, continuous at interior points of this domain. It turns out that, by invoking Kingman's subadditive ergodic theorem, ${ }^{(16,17)}$ a stronger result than (2.11) can be obtained. Namely, for every $\vec{x} \in \mathbb{Z}_{+}^{d}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{F_{\beta}^{n \bar{x}}}{n}=f_{\beta}(\vec{x}) \quad \text { w.p. } 1 \text { and in } L^{1} \tag{2.12}
\end{equation*}
$$

Our exponent $\chi^{\prime}$ will be associated to deviations of $F_{\beta}^{\bar{x}}$ from $f_{\beta}(\vec{x})$. We define it as

$$
\begin{equation*}
\chi^{\prime}(\beta) \equiv \inf \left\{\gamma>0:\left|F_{\beta}^{\vec{x}}-f_{\beta}(\vec{x})\right| \leqslant|\vec{x}|^{\gamma} \text { for all large } \vec{x} \text { w.p. } 1\right\} \tag{2.13}
\end{equation*}
$$

To finish with the preliminaries we discuss a "curvature assumption" that will be part of our hypotheses. For convenience we will assume that $f_{\beta}\left(\vec{e}_{\text {diag }}\right)=1$, which can be done by taking $v(e) \rightarrow v(e)+v_{0}$ for every $e$ and an appropriately chosen (non-random, $\beta$ dependent) $v_{0}$, without affecting thermal averages or sample to sample fluctuations. With this proviso we define the ( $\beta$ dependent) set

$$
B_{0}(\beta) \equiv\left\{\vec{x}: f_{\beta}(\vec{x}) \leqslant 1\right\}
$$

From $f_{\beta}\left(\vec{e}_{\text {diag }}\right)=1$, the convexity of $f_{\beta}$, and symmetry, it follows that $B_{0}$ is a bounded convex subset of $\mathbb{R}_{+}^{d}$, symmetric with respect to interchange of coordinates. Notice also that $f_{\beta}\left(\hat{e}_{1}\right)=\mathbb{E}[v(e)]+v_{0}$, where $\hat{e}_{1}$ is a unit vector along the first coordinate axis. Next, for a fixed unit vector $\hat{x} \in \mathbb{R}_{+}^{d}$, we consider a hyperplane $T_{\hat{x}}$ at $R_{\hat{x}} \cap \partial B_{0} \equiv \vec{O}_{\hat{x}}$ tangent to $\partial B_{0}$, with $\partial \dot{B}_{0}$ denoting the boundary of $B_{0}$ (if there is more than one we make an arbitrary choice).

Definition. We say that $\hat{x}$ is a direction of curvature for $B_{0}$ if there exists a constant $c(\hat{x}, \beta)>0$, such that for all $\vec{u} \in T_{\hat{x}}$ one has

$$
f_{\beta}(\vec{u}) \geqslant f_{\beta}\left(\vec{O}_{\hat{x}}\right)+c\left|\vec{u}-\vec{O}_{\hat{x}}\right|^{2}
$$

The above definition roughly says that $\hat{x}$ is a direction of curvature if one is able to insert a sphere (of sufficiently large radius) between the tangent plane $T_{\hat{x}}$ and the boundary of $B_{0}$ at $\vec{O}_{\hat{x}}$. In particular $\partial B_{0}$ doesn't have to be smooth, being allowed to have a "corner" in this direction (see also the remark at the end of this section).

Proposition 3. Consider the directed polymer model on $\mathbb{Z}_{+}^{d}$ with i.i.d. $v(e)$ 's and $\mathbb{E}\left(v^{2}(e)\right)<\infty$.
(a) If $\hat{x}$ is a direction of curvature for $B_{0}(\beta)$ then

$$
\begin{equation*}
\zeta_{\hat{x}}(\beta) \leqslant \frac{1+\chi^{\prime}(\beta)}{2} \tag{2.14}
\end{equation*}
$$

(b) If $\hat{x}_{\text {diag }}$ is a direction of curvature for $B_{0}(\beta)$ then for $* \in\{f$, end $\}$

$$
\begin{equation*}
\zeta^{*}(\beta) \leqslant \frac{1+\chi^{\prime}(\beta)}{2} \tag{2.15}
\end{equation*}
$$

The questions one would like to address then are on upper bounds for $\chi^{\prime}$ and on what can be said about the "curvature" properties of $B_{0}$. In the zero temperature case the extension of the upper bound, $\chi \leqslant 1 / 2$ to $\chi^{\prime} \leqslant 1 / 2$ (under the assumption that $\mathbb{E}[\exp (t v(e))]$ is finite for some $t>0$ ) follows from the work of Alexander and of Kesten. ${ }^{(8,9)}$ In that case the bound was obtained by first deriving good (in this case exponential) estimates on the tail of the distribution of $\left[E_{g s}^{\bar{x}}-\mathbb{E}\left(E_{g s}^{\vec{x}}\right)\right] /|\vec{x}|^{\lambda}$ (for $\lambda=1 / 2^{(9)}$ ) and subsequently proving that the above estimate actually implies $\chi^{\prime} \leqslant \lambda^{(8)}$ For the finite temperature situation we can only go part of the way in establishing this result. The exponential estimate in Proposition 2 and the a-priori bound $\mathbb{E}\left(F_{\beta}^{\vec{x}}\right) \geqslant f_{\beta}(\vec{x})$ imply that, with probability one, for all $v>1 / 2$, $F_{\beta}^{\vec{x}}-f_{\beta}(\vec{x}) \geqslant-|\vec{x}|^{v}$ for $|\vec{x}|$ large enough. To conclude that $\chi^{\prime} \leqslant 1 / 2$ one would need an upper bound of the form $\mathbb{E}\left(F_{\beta}^{\vec{x}}\right)-f_{\beta}(\vec{x}) \leqslant|\vec{x}|^{v}$ for all $v>1 / 2$ and $|\vec{x}|$ large enough (this was obtained, for the zero temperature case, by Alexander ${ }^{(8)}$ ). On the other hand an inspection of the proof of Proposition 3 shows that in order to obtain the bounds $\zeta^{f} \leqslant 3 / 4$ and $\zeta_{\hat{x}} \leqslant 3 / 4$ for a given direction of curvature $\hat{x}$, (under the moment condition necessary to obtain the exponential estimate) it would suffice to obtain, for all $\varepsilon>0$, an upper bound of the form $\mathbb{E}\left(F^{n \hat{x}}\right)-n f(\hat{x}) \leqslant c_{12} n^{1 / 2+\varepsilon}$. At the moment we can only prove such a bound for $\hat{x}=\hat{x}_{\text {diag }}$ by an argument due to Sznitman ${ }^{(25)}$ (in the context of Brownian motion in a Poissonian potential).

Proposition 4. Consider the directed polymer model on $\mathbb{Z}_{+}^{d}$ with i.i.d., bounded, $v(e)$ 's. If $\hat{x}_{\text {diag }}$ is a direction of curvature for $B_{0}(\beta)$ then

$$
\begin{equation*}
\text { (a) } \zeta_{\hat{x}_{\text {diag }}}(\beta) \leqslant 3 / 4 \tag{2.16}
\end{equation*}
$$

and, for $* \in\{f$, end $\}$,

$$
\begin{equation*}
\text { (b) } \quad \zeta^{*}(\beta) \leqslant 3 / 4 \tag{2.17}
\end{equation*}
$$

As a consequence of Proposition 2 (which shows that upper bounds on $\zeta$ imply lower bounds on $\chi$ ) and Proposition 4 it follows that for $d=2$, if $\hat{x}_{\text {diag }}$ is a direction of curvature for $B_{0}(\beta)$ then $\chi_{\hat{x}_{\dot{x}_{\text {luag }}}}(\beta) \geqslant 1 / 8$, the same lower bound being true for $\chi^{\mathcal{S}}$.

Remark. Our definition of direction of curvature is a natural extension to finite temperature of the definition used in ref. 10 for the zero temperature situation (first-passage percolation). In that case (see ref. 10 for a more complete discussion), it is known ${ }^{(19)}$ that if the probability assigned to the smallest possible value of the potential is above the directed percolation critical value then $B_{0}$ has a flat piece and the scaling relation $\chi=2 \zeta-1$ ceases to hold. In fact in this case one has, along the directions for which
$B_{0}$ is flat, the exponents $\chi_{\hat{x}}=0$ and $\zeta_{\hat{x}}=1$ (in their zero temperature version). On the other hand, one expects this to be the only situation where flat pieces will be present. For all other distributions of the potential the relation $\chi=2 \zeta-1$ should hold for every direction (except special directions such as the coordinate axis) with a curvature assumption (as defined for example in ref. 10) being satisfied. In the finite temperature situation we expect that due to entropy effects these strictly flat parts should not occur. We notice however that the occurrence of percolation might still have an effect. In fact (as observed in refs. 20,21 , and 22 in the context of the model treated in ref. 14 and 15 ), the value of $\rho(d)$ obtained in the derivation of (1.9) is given by the probability that the paths of two independent random walkers on $\mathbb{Z}_{+}^{d}$, (both starting from the origin and increasing one of their coordinates with equal probability at each step), have an edge in common. If one considers the situation where $v(e)$ assumes the value 0 with probability $p$ then $\mathbb{E}[\exp -2 \beta v(e)] / \mathbb{E}^{2}[\exp -\beta v(e)] \leqslant 1 / p$ for all $\beta$, therefore if $p>\rho(d)$ there is no strong disorder regime. It also turns out, as observed by Kesten (see Cox and Durrett ${ }^{(24)}$ ), that $\rho(d)$ is an upper bound for the oriented percolation critical probability $p_{c}^{o r}(d)$ in $d$ dimensions. It follows that in the situation mentioned above, where there is no strong disorder regime, one has actually the occurrence of oriented percolation of edges with the lowest possible value of the potential. A natural question is if the non-occurrence of a the strong disorder regime persists whenever there is oriented percolation of edges with the lowest possible value of the potential.

## 3. PROOFS

The proof of the lower bound in Proposition 1 and of Proposition 2 will be based on a general lower bound for variances of random variables which are themselves functions of a collection of random variables having some independence (see Lemma 1 for a precise statement). This bound has been used in similar contexts in refs. 9-11 having been derived in a somewhat abstract setting in ref. 10 , where it was used to obtain results for fluctuations in the zero temperature case. Here we will use the same notation and general setting used in that reference. Next, we introduce the notation and state the general lower bound in the form it will be used, and refer to ref. 10 for the details. We remark that the main ingredient (which is also what is used in obtaining the upper bound ${ }^{(11)}$ ) is to write the random variable of interest as a sum of martingale differences. The variance of the corresponding sum is then given by the sum of the variances of these martingale differences, and one estimates the variance of each term. We start with a random variable $Y$ with $\mathbb{E}\left(Y^{2}\right)<\infty$ on the probability space $(\Omega, \mathscr{F}, \mathbb{P})$
where $\Omega=\mathbb{R}^{I}=\left\{\omega=\left(\omega_{i}: i \in I\right)\right\}$ is the space of real valued sequences indexed by a countable index set $I, \mathscr{F}=B^{I}$ is the usual $\sigma$-field generated by Borel cylinder sets and $\mathbb{P}$ is a probability measure on $(\Omega, \mathscr{F})$. We denote by $\mathscr{F}(U)$ with $U \subset I$ the sigma-algebra generated by the random variable $\pi_{i}, \pi_{i}(\omega)=\omega_{i}, i \in U$. In our general setting, we have a sequence $U_{1}, U_{2}, \ldots$ of disjoint subsets of $I$ and we express for each $k, \omega$ as $\left(\omega_{k}, \hat{\omega}_{k}\right)$ where $\omega_{k}$ (resp. $\hat{\omega}_{k}$ ) is the restriction of $\omega$ to $U_{k}$ (resp. to $I \backslash U_{k}$ ). We also have for each $k$, disjoint events $D_{k}^{0}$ and $D_{k}^{1}$ in $\mathscr{B}^{U_{k}}$. Define also

$$
\begin{equation*}
H_{k}(\omega)=Y_{k}^{1}\left(\hat{\omega}_{k}\right)-Y_{k}^{0}\left(\hat{\omega}_{k}\right) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{k}^{0}\left(\hat{\omega}_{k}\right)=\sup _{\omega_{k} \in D_{k}^{0}} Y\left(\left(\omega_{k}, \hat{\omega}_{k}\right)\right), \quad Y_{k}^{1}\left(\hat{\omega}_{k}\right)=\inf _{\omega_{k} \in D_{k}^{1}} Y\left(\left(\omega_{k}, \hat{\omega}_{k}\right)\right) \tag{3.2}
\end{equation*}
$$

A positive $H_{k}$ represents a minimum amount that $Y$ is reduced by changing $\omega_{k}$ from $D_{k}^{1}$ to $D_{k}^{0}$ while keeping $\omega_{k}$ fixed.

Lemma 1. Assume the general setting just described and the following three hypotheses about $\mathbb{P}$, the $U_{k}$ 's, the $D_{k}^{\delta}$ 's and $Y$ :
(i) Conditional on $\mathscr{F}\left(I \backslash \bigcup_{k} U_{k}\right)$, the $\mathscr{F}\left(U_{k}\right)$ 's are mutually independent.
(ii) $\exists p, q>0$ such that for any $k$,

$$
\begin{equation*}
\mathbb{P}\left(\omega_{k} \in D_{k}^{0} \mid \mathscr{F}\left(U_{k}^{c}\right)\right) \geqslant p, \mathbb{P}\left(\omega_{k} \in D_{k}^{l} \mid \mathscr{F}\left(U_{k}^{c}\right)\right) \geqslant q \quad \text { w.p. } 1 \tag{3.3}
\end{equation*}
$$

(iii) for every $k, H_{k} \geqslant 0$ w.p.1.

Then

$$
\begin{equation*}
\operatorname{var}(Y) \geqslant p q \sum_{k} \mathbb{P}\left(H_{k}\right)^{2} \tag{3.4}
\end{equation*}
$$

We refer the reader to (the proof of) Theorem 8 in ref. 10 for the proof of this Lemma. We will also make use of the following result about series in the proof of part a) of Proposition 1:

Lemma 2. For any positive $a_{k}$ 's and $m \geqslant 1$

$$
\begin{equation*}
\sum_{k=1}^{m} a_{k}^{2} \geqslant \frac{1}{12}\left(\sum_{k=1}^{m} k^{-1}\right)^{-1}\left(\sum_{k=1}^{m-1} k^{-1}\left[k^{-1 / 2} \sum_{j=1}^{k} a_{j}\right]\right)^{2} \tag{3.5}
\end{equation*}
$$

Proof. See Lemma 2.1 in ref. 10.

## Proof of Proposition 1.

(i) Proof of lower bound.

We apply Lemma 1 with $I$ taken as the set of all edges in $\mathbb{Z}_{+}^{2}, \mathbb{P}$ the product measure which has the joint distribution of the $v(e)$ 's, $U_{k}=\left\{e_{k}\right\}$, where $e_{1}, e_{2}, \ldots$ is an ordering of $I$ in which all the edges at distance $k$ from the origin come before those at distance $k+1$, and $Y=F_{\beta}^{\vec{k}}$. We also introduce the following notation: $N_{n}$ for the number of edges $e=(\vec{u}, \vec{v})$ for which $|\vec{v}|_{1} \leqslant n, 1_{e_{k} \in r}$ for the indicator function of the event that edge $e_{k}$ belongs to the path $r$ and $\left\langle\eta_{k}\right\rangle_{\beta}^{\bar{x}} \equiv \mu_{\beta}^{\bar{x}}\left(1_{e_{k} \in r}\right)$. The $D_{k}^{\delta,}$ s are taken as

$$
\begin{equation*}
D_{k}^{0}=(-\infty, \lambda], \quad D_{k}^{1}=[\lambda+\delta \lambda, \infty) \tag{3.6}
\end{equation*}
$$

It follows from Lemma 1 that

$$
\begin{equation*}
\operatorname{var}\left(F_{\beta}^{\overrightarrow{\mathbf{r}}}\right) \geqslant p q \sum_{k=1}^{N_{\left[\mid k_{1}\right.}}\left[\mathbb{E}\left(H_{k}\right)\right]^{2} \tag{3.7}
\end{equation*}
$$

Here $p=\mathbb{P}(v(e) \leqslant \lambda), q=\mathbb{P}(v(e) \geqslant \lambda+\delta \lambda)$, with $\lambda$ and $\delta \lambda>0$ chosen such that $p, q>0$ (which is possible since $\operatorname{var}(v(e))>0$ ) and

$$
H_{k}(\omega)=\inf _{\omega_{k} \in D_{k}^{\prime}} F_{\beta}^{\vec{x}}\left(\left(\omega_{k}, \hat{\omega}_{k}\right)\right)-\sup _{\omega_{k} \in D_{k}^{0}} F_{\beta}^{\vec{\gamma}}\left(\left(\omega_{k}, \hat{\omega}_{k}\right)\right)
$$

In order to estimate $H_{k}(\omega)$ we compute

$$
\frac{\partial}{\partial \omega_{k}} F_{\beta}^{\tilde{x}}=-\frac{1}{\beta} \frac{\partial}{\partial \omega_{k}} \log Z_{\beta}^{\bar{x}}=-\frac{1}{\beta} \frac{1}{Z_{\beta}^{\tilde{x}}} \frac{\partial}{\partial \omega_{k}} Z_{\beta}^{\bar{x}}
$$

and since

$$
\begin{aligned}
\frac{\partial}{\partial \omega_{k}} Z_{\beta}^{\bar{x}} & =\frac{\partial}{\partial \omega_{k}} \sum_{r} \exp \left[-\beta \sum_{j=1}^{N_{|X|_{1}}} 1_{e_{j} \in r} \omega_{j}\right] \\
& =-\beta \sum_{r} 1_{e_{k} \in r} \exp \left[-\beta \sum_{j=1}^{N_{l X_{4}}} 1_{e_{j} \in r} \omega_{j}\right]
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\frac{\partial}{\partial \omega_{k}} F_{\beta}^{\bar{x}}\left(\left(\omega_{k}, \hat{\omega}_{k}\right)\right)=\mu_{\beta}^{\vec{x}}\left(1_{e_{k} \in r}\right)\left(\left(\omega_{k}, \hat{\omega}_{k}\right)\right) \equiv\left\langle\eta_{k}\right\rangle_{\beta}^{\vec{x}}\left(\omega_{k}, \hat{\omega}_{k}\right) \geqslant 0 \tag{3.8}
\end{equation*}
$$

Consequently (using $\langle\cdot\rangle$ for $\langle\cdot\rangle_{\beta}^{\bar{x}}$ ),

$$
\begin{equation*}
H_{k}(\omega)=\int_{\lambda}^{\lambda+\delta \lambda} \frac{\partial}{\partial \omega_{k}} F_{\beta}^{\tilde{x}}\left(x, \hat{\omega}_{k}\right) \mathrm{d} x=\int_{\lambda}^{\lambda+\delta \lambda}\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right) \mathrm{d} x \tag{3.9}
\end{equation*}
$$

From (3.7) we then have

$$
\begin{equation*}
\operatorname{var}\left(F_{\beta}^{\vec{x}}\right) \geqslant p q \sum_{k=1}^{N_{\left.i z\right|_{1}}} \mathbb{E}^{2}\left[\int_{\lambda}^{\lambda+\delta \lambda}\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right) \mathrm{d} x\right] \tag{3.10}
\end{equation*}
$$

and, using Lemma 2, we obtain the lower bound

$$
\begin{aligned}
\operatorname{var}\left(F_{\beta}^{\bar{\beta}}\right) \geqslant & p q(\delta \lambda)^{2} \frac{1}{12}\left(\sum_{k=1}^{N_{\left|,| |_{\mid}\right.}} k^{-1}\right)^{-1}\left(\sum_{k=1}^{N_{|x|_{1}}-1} k^{-1}\right. \\
& {\left.\left[k^{-1 / 2} \sum_{j=1}^{k} \mathbb{E}\left[\int_{\lambda}^{\lambda+\delta \lambda}\left\langle\eta_{j}\right\rangle\left(x, \hat{\omega}_{j}\right) \mathrm{d} x\right]\right]\right)^{2} }
\end{aligned}
$$

Now it suffices to show that, for $k \leqslant|\vec{x}|_{1}$,

$$
\begin{equation*}
\sum_{j=1}^{N_{k}} \mathbb{E}\left[\int_{\lambda}^{\lambda+\delta \lambda}\left\langle\eta_{j}\right\rangle\left(x, \hat{\omega}_{j}\right) \mathrm{d} x\right] \geqslant D k \tag{3.11}
\end{equation*}
$$

for some $D>0$. A straightforward calculation gives, for $\omega_{k}^{\prime} \geqslant \omega_{k}$,

$$
\begin{equation*}
\frac{\left\langle\eta_{k}\right\rangle\left(\omega_{k}^{\prime}, \hat{\omega}_{k}\right)}{\left\langle\eta_{k}\right\rangle\left(\omega_{k}, \hat{\omega}_{k}\right)}=\frac{\exp -\left(\beta \omega_{k}^{\prime}\right)}{\exp -\left(\beta \omega_{k}\right)} \frac{Z\left(\omega_{k}, \hat{\omega}_{k}\right)}{Z\left(\omega_{k}^{\prime}, \hat{\omega}_{k}\right)} \geqslant \exp -\left(\beta \omega_{k}^{\prime}\right) \tag{3.12}
\end{equation*}
$$

and also

$$
\begin{equation*}
\frac{\partial\left\langle\eta_{k}\right\rangle}{\partial \omega_{k}}=-\beta\left\langle\eta_{k}\right\rangle\left[1-\left\langle\eta_{k}\right\rangle\right] \leqslant 0 \tag{3.13}
\end{equation*}
$$

Thus, $\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right)$ is decreasing in $x$ and it follows that, for $\omega_{k}^{\prime} \leqslant \omega_{k}$,

$$
\left\langle\eta_{k}\right\rangle\left(\omega_{k}^{\prime}, \hat{\omega}_{k}\right) \geqslant\left\langle\eta_{k}\right\rangle\left(\omega_{k}, \hat{\omega}_{k}\right)
$$

This leads to the estimate

$$
\begin{align*}
& \sum_{j=1}^{N_{k}}\left[\int_{\lambda}^{\lambda+\delta \lambda}\left\langle\eta_{j}\right\rangle\left(x, \hat{\omega}_{j}\right) \mathrm{d} x\right] \\
& \quad \geqslant \sum_{j=1}^{N_{k}}\left[\left\langle\eta_{j}\right\rangle\left(\omega_{j}, \hat{\omega}_{j}\right) \int_{\lambda}^{\lambda+\delta \lambda} \exp -(\beta x) \mathrm{d} x\right] \\
& \quad=\frac{k}{\beta} \exp -\beta \lambda[1-\exp -\beta(\delta \lambda)] \quad \text { for } \quad k \leqslant|\vec{x}|_{1} \tag{3.14}
\end{align*}
$$

with the last equality following from the fact that any path from $\overrightarrow{0}$ to $\vec{x}$ passes through $k$ edges among the first $N_{k}$ edges, if $k \leqslant|\vec{x}|_{1}$. Now, the fact that $N_{k}=O\left(k^{2}\right)$ immediately implies the desired lower bound for $\operatorname{var}\left(F_{\beta}^{\vec{\gamma}}\right)$.
(ii) Proof of upper bound.

We follow here the basic strategy of ref. 9 where it was used to derive an upper bound in the zero temperature case. We start by expressing $\operatorname{var}\left(F_{\beta}^{\dot{\sigma}}\right)$ as the sum of the variances of martingale differences. Introducing

$$
\begin{equation*}
\Delta_{k} \equiv\left[\mathbb{E}\left(F_{\beta}^{\bar{x}} \mid \mathscr{G}_{k}\right)-\mathbb{E}\left(F_{\beta}^{\overline{\tilde{}}} \mid \mathscr{G}_{k-1}\right)\right] \tag{3.15}
\end{equation*}
$$

where $\mathscr{G}_{k} \equiv \mathscr{F}\left(\left\{e_{1}\right\}\right) \vee \cdots \vee \mathscr{F}\left(\left\{e_{k}\right\}\right)$, it follows from a standard calculation that
$\operatorname{var}\left(F_{\beta}^{\bar{z}}\right)=\sum_{k=1}^{N_{|k|}} \mathbb{E}\left(\Delta_{k}^{2}\right)=\sum_{k=1}^{N_{\left[| |_{1}\right.}} \mathbb{E}\left[\mathbb{E}\left(\Delta_{k}^{2} \mid G_{k-1}\right)\right]=\sum_{k=1}^{N_{|\bar{x}|}} \mathbb{E}\left[\int \Delta_{k}^{2} \mathrm{dG}\left(\omega_{k}\right)\right]$
where, in the last step, we used the independence of the $\omega_{k}$ 's, with $\mathrm{G}\left(\omega_{k}\right)$ denoting the distribution of $\omega_{k}$. It will be convenient in what follows to introduce the i.i.d. random variables $\sigma_{k}$, independent of the $\omega_{k}$ 's, and with the same joint distribution as the $\omega_{k}$ 's. We can then write $\Delta_{k}$ as (with $\mathbb{E}$ denoting averages with respect to the $\omega_{k}$ 's)

$$
\begin{equation*}
\Delta_{k}=\int \mathrm{d} \mathrm{G}\left(\sigma_{k}\right)\left[\mathbb{E}\left(\left[F_{\beta}^{\vec{z}}\left(\omega_{k}, \hat{\omega}_{k}\right)-F_{\beta}^{\vec{z}}\left(\sigma_{k}, \hat{\omega}_{k}\right)\right] \mid \mathscr{C}_{k}\right)\right] \tag{3.17}
\end{equation*}
$$

and, using Cauchy-Schwarz's inequality twice,

$$
\begin{equation*}
\Delta_{k}^{2} \leqslant \int \mathrm{dG}\left(\sigma_{k}\right)\left[\mathbb{E}\left(\left[F_{\beta}^{\tilde{x}}\left(\omega_{k}, \hat{\omega}_{k}\right)-F_{\beta}^{\tilde{x}}\left(\sigma_{k}, \hat{\omega}_{k}\right)\right]^{2} \mid \mathscr{G}_{k}\right)\right] \tag{3.18}
\end{equation*}
$$

Now, from (3.8)

$$
\begin{aligned}
& {\left[F_{\beta}^{\vec{x}}\left(\omega_{k}, \hat{\omega}_{k}\right)-F_{\beta}^{\hat{\beta}}\left(\sigma_{k}, \hat{\omega}_{k}\right)\right]^{2}} \\
& \quad=\left[1_{\sigma_{k}<\omega_{k}} \int_{\sigma_{k}}^{\omega_{k}}\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right) \mathrm{d} x-1_{\sigma_{k}>\omega_{k}} \int_{\omega_{k}}^{\sigma_{k}}\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right) \mathrm{d} x\right]^{2} \\
& \quad=\left[1_{\sigma_{k}<\omega_{k}}\left(\int_{\sigma_{k}}^{\omega_{k}}\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right) \mathrm{d} x\right)^{2}+1_{\sigma_{k}>\omega_{k}}\left(\int_{\omega_{k}}^{\sigma_{k}}\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right) \mathrm{d} x\right)^{2}\right]
\end{aligned}
$$

and, from the fact that $\left\langle\eta_{k}\right\rangle\left(x, \hat{\omega}_{k}\right)$ is decreasing in $x$, it follows that

$$
\begin{align*}
\int \Delta_{k}^{2} \mathrm{dG}\left(\omega_{k}\right) \leqslant & \int \mathrm{dG}\left(\omega_{k}\right) \int \mathrm{dG}\left(\sigma_{k}\right)\left|\omega_{k}-\sigma_{k}\right|^{2} \\
& \times \mathbb{E}\left[1_{\sigma_{k}<\omega_{k}}\left\langle\eta_{k}\right\rangle^{2}\left(\sigma_{k}, \hat{\omega}_{k}\right)+1_{\sigma_{k}>\omega_{k}}\left\langle\eta_{k}\right\rangle^{2}\left(\omega_{k}, \hat{\omega}_{k}\right) \mid \mathscr{G}_{k}\right] \tag{3.19}
\end{align*}
$$

It is now clear that the integrand on the r.h.s. of the above expression is symmetric in $\omega_{k}$ and $\sigma_{k}$ and we obtain

$$
\begin{equation*}
\int \Delta_{k}^{2} \mathrm{dG}\left(\omega_{k}\right) \leqslant 2 \mathbb{E}\left[\omega_{k}^{2}\right] \mathbb{E}\left[\left\langle\eta_{k}\right\rangle^{2} \mid \mathscr{F}_{k-1}\right] \tag{3.20}
\end{equation*}
$$

Hence, from (3.16) and (3.20), we finally have

$$
\begin{align*}
\operatorname{var}\left(F_{\beta}^{\vec{r}}\right) & \leqslant 2 \mathbb{E}\left[v(e)^{2}\right] \sum_{k=1}^{N_{|\vec{l}|_{1}}} \mathbb{E}\left[\left\langle\eta_{k}\right\rangle^{2}\right] \\
& \leqslant 2 \mathbb{E}\left[v(e)^{2}\right] \mathbb{E}\left[\sum_{k=1}^{N_{\left|| |_{1}\right.}}\left\langle\eta_{k}\right\rangle\right]=2 \mathbb{E}\left[v(e)^{2}\right]|\vec{x}|_{1} \tag{3.21}
\end{align*}
$$

(since every directed path to $\vec{x}$ contains $|\vec{x}|_{1}$ edges).
(iii) The exponential estimate in part b) of Proposition 2 follows from a general martingale estimate derived by Kesten (Theorem 3 in ref. 9). In the case where the $v(e)$ 's are bounded we can apply the theorem after making the following observations:
(1) The martingale increments $\Delta_{k}$ are given by

$$
\Delta_{k}=\left[\int \mathrm{dG}\left(\sigma_{k}\right) \mathbb{E}\left\{\int_{\sigma_{k}}^{\omega_{k}}\left\langle\eta_{k}\right\rangle\left(x, \omega_{k}\right) \mathrm{d} x \mid \mathscr{G}_{k}\right\}\right]
$$

which implies (since the potential is assumed to be bounded)

$$
\left|\Delta_{k}\right| \leqslant c \quad \text { for some } \quad c<\infty
$$

(2)

$$
\int \Delta_{k}^{2} \mathrm{dG}\left(\omega_{k}\right) \leqslant 2 \mathbb{E}\left[v(e)^{2}\right] \mathbb{E}\left[\left\langle\eta_{k}\right\rangle^{2} \mid \mathscr{G}_{k-1}\right]
$$

(this is just (3.20).
(3)

$$
\mathbb{P}\left(\sum_{k=1}^{N_{l x_{1}}}\left\langle\eta_{k}\right\rangle^{2}>u\right)=0 \quad \text { for } \quad u>|\vec{x}|_{1}
$$

The hypotheses of Theorem 3 in ref. 9 are implied by 1), 2) and 3) and estimate (2.3) follows for bounded $v(e)$ 's. The more general result under the exponential moment condition follows from the same theorem and a truncation argument analogous to the one used in ref. 9.

Proof of Proposition 2. The proof goes as the proof of the lower bound in Proposition 1. With the natural extension of the general setting, introduced in the proof of Proposition 1 , from $\mathbb{Z}_{+}^{2}$ to $\mathbb{Z}_{+}^{d}$ we obtain the estimate

$$
\begin{equation*}
\operatorname{var}\left(F_{\beta}^{n \hat{x}}\right) \geqslant p q \sum_{k=1}^{N_{i n \hat{n}} \hat{I}_{1}} \mathbb{E}^{2}\left[\int_{\lambda}^{\lambda+\delta \lambda}\left\langle\eta_{k}\right\rangle^{n \hat{x}}\left(x, \hat{\omega}_{k}\right) \mathrm{d} x\right] \tag{3.22}
\end{equation*}
$$

where now $\hat{x}$ is a unit vector in $\mathbb{R}_{+}^{d}$ and the sum is over all edges $e=(\vec{u}, \vec{v})$ in $\mathbb{Z}^{d}$ with $|\vec{v}|_{1} \leqslant n|\hat{x}|_{1}$. From Cauchy-Schwarz's inequality we have
$\operatorname{var}\left(F_{\beta}^{n, \hat{x}}\right) \geqslant \frac{p q}{\left|N_{|n \hat{x}|_{1}} \cap \mathscr{C}_{\hat{x}}\left(n^{\gamma}\right)\right|}\left[\sum_{e_{k} \in \mathscr{F}_{\hat{k}}\left(n^{\eta}\right)} \mathbb{E}\left[\int_{\lambda}^{\lambda+\delta \lambda}\left\langle\eta_{k}\right\rangle^{n \hat{x}}\left(x, \hat{\omega}_{k}\right) \mathrm{d} x\right]\right]^{2}$
 the estimate (3.14) we obtain
$\operatorname{var}\left(F_{\beta}^{n \hat{x}}\right) \geqslant \frac{p q \exp -2 \beta \lambda[1-\exp -\beta(\delta \lambda)]^{2}}{\beta^{2}\left|N_{|n \hat{x}|} \cap \mathscr{C}_{\hat{x}}\left(n^{\gamma}\right)\right|}\left[\sum_{e_{k} \in \in_{\hat{K}}\left(n^{7}\right)} \mathbb{E}\left[\left\langle\eta_{k}\right\rangle^{n \hat{x}}\left(\omega_{k}, \hat{\omega}_{k}\right)\right]\right]^{2}$

Taking $\gamma=\zeta_{\hat{x}}+\varepsilon$ with $\varepsilon>0$ it follows, from the definition of $\zeta_{\hat{x}}$, that $\mathbb{E}\left[\sum_{\left.e_{k} \in \mathscr{C}_{k}+n^{v}\right)}\left\langle\eta_{k}\right\rangle\left(\omega_{k}, \hat{\omega}_{k}\right)\right] \geqslant c_{3} n$ for all $n$ large enough. Inequality (2.9) is now a consequence of the definition of the exponents $\chi_{\hat{x}}$ and the fact that $\left|N_{|n \hat{x}|_{1}} \cap \mathscr{C}_{\hat{x}}\left(n^{\gamma(d-1)}\right)\right|=O\left(n^{1+\dot{y}(d-1)}\right)$. The result for the free end case follows from a similar argument and we omit the details.

Proof of Proposition 3. The constants $c_{i}$ appearing in the proof of this proposition will all be positive and finite, and may depend on $\beta, d, \hat{x}$ and $G$.

Proof of part (a).
We start by picking an edge $e_{k}=(\vec{u}, \vec{v})$ belonging to a path from $\overrightarrow{0}$ to $n \vec{O}_{\hat{x}} \equiv \vec{x}_{n}$ with $\hat{x}$ a direction of curvature for $B_{0}$. Define also

$$
\begin{equation*}
F_{\beta}^{\vec{x}_{\beta}, \vec{y}}=-\frac{1}{\beta} \log Z_{\beta}^{\vec{x}_{\beta}^{\bar{y}}} \tag{3.25}
\end{equation*}
$$

with

$$
\begin{equation*}
Z_{\beta}^{\vec{x}, \vec{y}}(\omega) \equiv \sum_{r: \vec{x} \rightarrow \vec{y}} \exp [-\beta E(r ; \omega)] \tag{3.26}
\end{equation*}
$$

Then (omitting the index $\beta$ from now on)

$$
\begin{equation*}
\left\langle\eta_{k}\right\rangle_{\beta}^{\bar{x}_{n}}=\mathrm{e}^{-\beta v\left(e_{k}\right)} \frac{Z^{\overline{0}, \bar{u}} Z^{\bar{v}, \bar{x}_{n}}}{Z^{\overrightarrow{0}, \bar{x}_{n}}} \leqslant \frac{Z^{\overrightarrow{0}, \bar{u}} Z^{\bar{u}, \bar{x}_{n}}}{Z^{\overrightarrow{0}, \bar{x}_{n}}} \tag{3.27}
\end{equation*}
$$

Next, for $v>0$, consider the event

$$
\begin{align*}
D_{v}(\vec{u})= & \left\{\left|F^{\cdot \vec{x}, \vec{y}}-f(\vec{y}-\vec{x})\right| \leqslant|\vec{x}-\vec{y}|^{\nu}\right. \\
& \text { for } \left.(\vec{x}, \vec{y})=(\overrightarrow{0}, \vec{u}),\left(\vec{u}, \vec{x}_{n}\right) \text { and }\left(\overrightarrow{0}, \vec{x}_{n}\right)\right\} \tag{3.28}
\end{align*}
$$

From (3.27) it follows that, on $D_{v}(\vec{u})$,

$$
\begin{align*}
\left\langle\eta_{k}\right\rangle_{\beta}^{\bar{x}_{n}} & \leqslant \exp \left[-\beta\left(f(\vec{u})+f\left(\vec{x}_{n}-\vec{u}\right)-f\left(\vec{x}_{n}\right)\right)\right] \exp \beta\left[|\vec{u}|^{v}+\left|\vec{x}_{n}-\vec{u}\right|^{\nu}+\left|\vec{x}_{n}\right|^{\nu}\right] \\
& \leqslant \exp -\left(\beta \delta_{f}(\vec{u})\right) \exp 3 \beta\left|\vec{x}_{n}\right|^{v} \tag{3.29}
\end{align*}
$$

with $\delta_{f}(\vec{u})=f(\vec{u})+f\left(\bar{x}_{n}-\vec{u}\right)-f\left(\vec{x}_{n}\right)$. Notice that here we used only a lower bound for $Z^{\overrightarrow{0}, \vec{x}_{n}}$. We now write $\vec{u}$ as $\vec{u}=u\left(\vec{O}_{\hat{x}}+\vec{D}_{\vec{u}}\right)$ with $\vec{O}_{\hat{x}}+\vec{J}_{\vec{u}} \in T_{\hat{x}}$ and $u<n$. From the fact that $\hat{x}$ is a direction of curvature and $f(\lambda \vec{x})=\lambda f(\vec{x})$ we have

$$
\begin{equation*}
f(\vec{u})=u f\left(\vec{O}_{\hat{x}}+\vec{\Delta}_{\vec{u}}\right) \geqslant u f\left(\vec{O}_{\hat{x}}\right)+c_{4} u\left|\vec{J}_{\vec{u}}\right|^{2} \tag{3.30}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(\vec{x}_{n}-\vec{u}\right)=f\left((n-u) \vec{O}_{\hat{x}}-u \vec{\Delta}_{\vec{u}}\right) \geqslant(n-u) f\left(\vec{O}_{\hat{x}}\right)+c_{4} \frac{u^{2}}{(n-u)}\left|\vec{\Delta}_{\bar{u}}\right|^{2} \tag{3.31}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\delta_{f}(\vec{u})=c_{4}\left(1+\frac{u}{(n-u)}\right) u\left|\vec{\Delta}_{\vec{u}}\right|^{2} \geqslant c_{4} u\left|\vec{\Delta}_{\vec{u}}\right|^{2} \tag{3.32}
\end{equation*}
$$

Now, if $\vec{u} \not \mathscr{C}_{\dot{x}}\left(n^{\nu}\right)$ and $\gamma>0$, it follows, from a simple geometrical consideration, that $\left|u \vec{\Lambda}_{\vec{u}}\right| \geqslant c_{5} n^{\gamma}$ and consequently $\delta_{f}(\vec{u}) \geqslant c_{6}\left(n^{2 \gamma} / u\right) \geqslant c_{7} n^{2 \gamma-1}$. Substituting in (3.33) we get

$$
\begin{align*}
\left\langle\eta_{k}\right\rangle_{\beta}^{\vec{x}_{n}} & \leqslant \exp \left(-\beta c_{7} n^{2 \gamma-1}\right) \exp 3 \beta\left|\vec{x}_{n}\right|^{\nu} \leqslant \exp -\beta\left(c_{7} n^{2 \gamma-1}-c_{8} n^{\nu}\right) \\
& \leqslant c_{9} \exp -\left(\beta c_{10} n^{2 y-1}\right) \quad \text { if } \quad 2 \gamma-1>v \tag{3.33}
\end{align*}
$$

Finally, the definition of $\chi^{\prime}$ implies that, for $2 \gamma-1>v>\chi^{\prime}$, $\lim _{n \rightarrow \infty} \mathbb{P}\left(\bigcap_{\bar{u} \notin \mathbb{F}_{i} \leqslant n^{2 \gamma-1}}, D_{v}(\vec{u})\right)=1$ which, combined with (3.33) gives, for $2 \gamma-1>\chi^{\prime}$

$$
\begin{equation*}
\mathbb{P}\left(\sum_{e_{k} \notin \varepsilon_{i}\left(n^{2 \psi-1}\right)}\left\langle\eta_{k}\right\rangle_{\beta}^{\bar{i}_{n}} \leqslant c_{11} n^{d} \exp -\left(\beta c_{10} n^{2 \gamma-1}\right)\right) \rightarrow 1 \tag{3.34}
\end{equation*}
$$

as $n \rightarrow \infty$. Part (a) of Proposition 3 now follows.
Proof of part (b).
The proof is along the same lines as the proof of part (a) and we give here only a brief sketch for the case $*=$ end. Again we start by picking an edge $e_{k}=(\vec{u}, \vec{v})$ with $|\vec{v}|_{1}=n$. Introducing

$$
H_{n}=\left\{\vec{x} \in \mathbb{Z}_{+}^{d}:|\vec{x}|_{1}=n\right\}
$$

one has

Defining, for $v>0$, the event

$$
\begin{align*}
D_{v}(\vec{u})= & \left\{\left|F^{\vec{r}}, \vec{y}-f(\vec{y}-\vec{x})\right| \leqslant|\vec{x}-\vec{y}|^{v}\right. \\
& \text { for } \left.(\vec{x}, \vec{y})=(\overrightarrow{0}, \vec{u}) \text { and }\left(\overrightarrow{0},(n / d) \vec{e}_{\text {diug }}\right)\right\} \tag{3.36}
\end{align*}
$$

 that now we are considering only edges of the form $e_{k}=(\vec{u}, \vec{v}$ with $\left.|\vec{v}|_{1}=n\right)$ ). By an argument similar to the one described in the proof of part (a) one obtains

$$
\begin{equation*}
\sum_{\left.e_{k} \notin \dot{F}_{k} \leqslant n^{2 \gamma-1}\right)}\left\langle\eta_{k}\right\rangle_{\beta}^{f n} \rightarrow 0 \tag{3.37}
\end{equation*}
$$

w.p.1. as $n \rightarrow \infty$ and part (b) for the case $*=$ end follows.

Proof of Proposition 4. In view of the remarks following the statement of Proposition 3 it suffices to prove that, for every $\varepsilon>0$, $\mathbb{E}\left(F^{m \hat{x}}\right)-m f(\hat{x}) \leqslant c_{12} m^{1 / 2+\varepsilon}$ with $\hat{x}=\hat{x}_{\text {diag }}$. We follow the same strategy as the proof of Theorem 3.1. in ref. 25 (see also ref. 26 for a similar type of argument in the first-passage percolation context). In order to simplify the notation we will take here $\beta=1$ since the factors of $\beta$ play no role and can be easily recovered if needed. As in the proof of Proposition 3 we consider

$$
H_{n}=\left\{\vec{x} \in \mathbb{Z}_{+}^{d}:|\vec{x}|_{1}=n\right\}
$$

and define for positive integers $m$

$$
g_{\lambda}(m)=\log \sum_{\bar{x} \in H_{m}} \mathbb{E}\left[\exp \left(-\lambda F^{\overrightarrow{0}, \bar{x}}\right)\right]
$$

Taking now $\vec{x} \in H_{n+m}$ it follows that

$$
Z^{\overrightarrow{0}, \vec{x}}=\sum_{\bar{y} \in H_{m}} Z^{\overrightarrow{0}, \vec{y}} Z^{\bar{y}, \vec{x}} \leqslant \sum_{\vec{y}, \overrightarrow{y^{\prime} \in H_{m}}} Z^{\overrightarrow{0}, \vec{y}} Z^{\vec{y}^{\prime}, \vec{x}}
$$

Consequently,

$$
\begin{equation*}
\exp \left(-F^{\overrightarrow{0}, \bar{x}^{\prime}}\right) \leqslant \sum_{\vec{y} \in H_{m}}\left[\exp \left(-F^{\overrightarrow{0}, \vec{y}}\right)\right] \sum_{\vec{y}^{\prime} \in H_{m}}\left[\exp \left(-F^{\bar{y}^{\prime}, \vec{x}}\right)\right] \tag{3.38}
\end{equation*}
$$

Raising both sides to the power $\lambda$, with $0<\lambda \leqslant 1$, and averaging over the $v(e)$ 's (using the fact that for all $\vec{y}, \vec{y}^{\prime} \in H_{m}, F^{\overrightarrow{0}, \vec{y}}$ and $F^{\bar{y}^{\prime}, \vec{x}}$ are independent random variables) one obtains

$$
\mathbb{E}\left[\exp \left(-\lambda F^{\overrightarrow{0}, \vec{x}}\right)\right] \leqslant \mathbb{E}\left[\sum_{\vec{y} \in H_{m}} \exp \left(-\lambda F^{\overrightarrow{0}, \vec{y}}\right)\right] \mathbb{E}\left[\sum_{\vec{y}^{\prime} \in H_{m}} \exp \left(-\lambda F^{\bar{y}^{\prime}, \vec{x}}\right)\right]
$$

Now, summing over $\hat{x} \in H_{n+m}$ (the number of terms in the sum is of order $(m+n)^{d-1}$ ) and taking logarithms one obtains the subadditive relation

$$
g_{\lambda}(m+n) \leqslant g_{\lambda}(m)+g_{\lambda}(n)+r(m+n)
$$

with $r(m)=c_{13} \log m$. It then follows from ref. 27 that $G_{\lambda}=$ $\lim _{m \rightarrow \infty}\left[g_{\lambda}(m) / m\right]$ exists and

$$
\begin{equation*}
G_{\lambda} \leqslant \frac{g_{\lambda}(m)}{m}-\frac{r(m)}{m}+4 \sum_{k=2 m}^{\infty} \frac{r(k)}{k(k+1)} \leqslant \frac{g_{\lambda}(m)}{m}+c_{14} \frac{1+\log m}{m} \tag{3.39}
\end{equation*}
$$

for all $m \geqslant 1$. From the estimate

$$
\begin{equation*}
g_{\lambda}(m) \geqslant \log \mathbb{E}\left[\exp \left\{-\lambda F^{\overrightarrow{0},(m / d))_{\text {ediex }}}\right] \geqslant-\lambda \mathbb{E}\left(F^{\overrightarrow{0} .(m / d)} \bar{e}_{\text {eidig }}\right)\right. \tag{3.40}
\end{equation*}
$$

we also obtain

$$
\begin{equation*}
G_{\lambda} \geqslant-\lambda f\left(\vec{e}_{\text {diag }} / d\right) \tag{3.41}
\end{equation*}
$$

Therefore, combining (3.39) and (3.41) we have

$$
\begin{equation*}
-\lambda f\left(\vec{e}_{\text {diag }} / d\right) \leqslant \frac{g_{\lambda}(m)}{m}+c_{14} \frac{1+\log m}{m} \tag{3.42}
\end{equation*}
$$

We now derive the upper bound for $g_{\lambda}(m)$ in terms of $\mathbb{E}\left[F^{\overline{0}, 2(m / d)} \bar{e}_{\text {dutur }}\right]$ which allow us to obtain a bound on $\mathbb{E}\left[F^{0,(m / d)} \vec{e}_{\text {ethes }}\right]-m f\left(\vec{e}_{\text {diag }} / d\right)$. We start by writing $g_{\lambda}(m)$ as

$$
\begin{equation*}
g_{\lambda}(m)=\log \sum_{\bar{x} \in H_{m}} \exp \left(-\lambda \mathbb{E}\left(F^{\overline{0}, \tilde{x}}\right)\right) \mathbb{E}\left[\exp \lambda\left\{\mathbb{E}\left(F^{\overrightarrow{0}, \tilde{x}}\right)-F^{\overrightarrow{0}, \bar{x}}\right\}\right] \tag{3.43}
\end{equation*}
$$

Observing now that for every $\vec{x} \in H_{m}$ one has $Z^{\overline{0} .(2 m / d)} \bar{e}_{\text {dute }} \geqslant$ $Z^{\overline{0}, \vec{x}} Z^{\vec{x},(2 m / d)} \vec{e}_{\text {eluse }}$ and therefore $\mathbb{E}\left[F^{\overline{0},(2 m / d) \bar{e}_{\text {dive }}}\right] \leqslant 2 \mathbb{E}\left[F^{\overline{0}, \vec{x}}\right]$ we get

$$
\begin{align*}
& g_{\lambda}(m) \leqslant-\frac{\lambda}{2} \mathbb{E}\left[F^{\overrightarrow{0} .(2 m / d)} \vec{e}_{\text {eiuwe }}\right] \\
& +\log \left[c_{16} m^{(d-1)} \sup _{\overline{\bar{x}} \in H_{m}} \mathbb{E}\left[\exp \lambda\left\{\mathbb{E}\left(F^{\overline{0}, \bar{x}}\right)-F^{\overline{0}, \bar{x}}\right\}\right]\right] \tag{3.44}
\end{align*}
$$

Combining this with (3.42) then gives

$$
\begin{align*}
& \mathbb{E}\left[F^{\left.\overrightarrow{0},(2 m / d) e_{\text {eitixg }}\right]-2 m f\left(\vec{e}_{\text {diug }} / d\right)}\right. \\
& \quad \leqslant c_{17} \frac{(1+\log m)}{\lambda}+\frac{1}{\lambda} \log \sup _{\bar{x} \in H_{m}} \mathbb{E}\left[\exp \lambda\left\{\mathbb{E}\left(F^{\overline{0}, \bar{x}}\right)-F^{\overline{0}, \bar{x}}\right\}\right] \tag{3.45}
\end{align*}
$$

The above inequality is valid for every $m \geqslant 1$ and every $\lambda \in(0,1]$. In particular we can choose $\lambda$ depending on $m$. To finish the proof it suffices to show that for every $\varepsilon>0$ if we take $\lambda=m^{-(1 / 2+\varepsilon)}$ then $\sup _{m} \sup _{\bar{x} \in H_{m}} \mathbb{E}\left[\exp \lambda\left\{\mathbb{E}\left(F^{\overline{0}, \bar{x}}\right)-F^{\overline{0}, \tilde{x}}\right\}\right]<\infty$. This is now a consequence of the exponential estimate in part b) of Proposition 1 and the fact that for bounded $v(e)$ 's $\left|F_{\beta}^{\overline{0} . \bar{x}}-\mathbb{E}\left(F_{\beta}^{\overline{0}, \hat{x}}\right)\right| \leqslant c_{18}|\vec{x}|$. In this case (2.3) is then also valid for $u>c_{18} \sqrt{|\vec{x}|}$. Therefore, (2.3) is valid for all $u$. This in turn implies the desired uniform bound on $\mathbb{E}\left[\exp \left(|\vec{x}|^{-(1 / 2+\varepsilon)}\left\{\mathbb{E}\left(F^{\overrightarrow{0}, \vec{x}}\right)-F^{\overrightarrow{0}, \vec{x}}\right\}\right)\right]$.
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